
REPORT DOCUMENTATION PAGE 

Public reportrnj hirden for the mllsctlon of inforraallon Is «stimated to averajB 1 tour per responso, Incluinj the time for roviewlng Instruction!, ArW 
the collretion of nformation. SenJ cawmnts regariling tNs burden estimate or my other aspeet of this colleetion of information, Includlnu sunnesti 
Operations and Reports, 1215 Jefferson Oavis Hlghmay, Suite 1204, Arlington, V* 222024302, and to the Office of Management and Budget, Paperwoi 

AFRL-SR-AR-TR-03- 

OLbT 
1. AGENCY USE ONLY tow i/afl/W 

4. TITLE AND SUBTITLE 

2. REPORT DATE 

FINAL 
3. REPORT V 

15 M 98 - 29 Dec 01 

Design and Optimization of Passive and Active Imaging Radar 

e. AUTHORISI 

Blahut, Ricliard 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESSIESI 

University of Illinois 
801 S. Wright St, MC 325 
Champaign, IL 61820 

9. SPONSORINGIMONITORING AGENCY BAMEIS) AND ADDRESSIESI 

AFOSR/NM 
4015 Wason Blvd, Room 713 
Arlmgton, VA 22203-1954 

11. SUPPLEMENTARY NOTES 

6. FUNDING NUMBERS 

F49620-98-1^98 

8. PERFORMING ORGANIZATION 
REPORT NUMBER 

10. SPONSORINGIMONITORING 
AGENCY REPORT NUMBER 

F49620-98-1-0498 

12a. DISTRIBUTION AVAILABILITY STATEMENT 

APPROVED FOR PUBLIC RELEASE, DISTRIBUTION UNLIMITED 
12li. DISTRIBUTION CODE 

13. ABSTRACT IMammum 200 words) ~ 

A selected set of papers documenting accomplishments and new findings are provided in the appendix. The paper 
compilation is the appendix is meant to be representative of the overall scope of the work and is not intended to be 
exhaustive. Complete references are given in the Publicatiom section. Most of the papers listed may be downloaded form 
users.ece.gatech.edu/lanterma/pcl. 

20030513 065 
14. SUBJECT TERMS 

17. SECURITY CLASSIFICATION 
OF REPORT 

18. SECURITY CLASSIFICATION 
OF THIS PAGE 

18. SECURITY CLASSIFICATION 
OF ABSTRACT 

15. NUMBER OF PAGES 

31 
IB. PRICE CODE 

20. LIMITATION OF ABSTRACT 

Standard Form 298 (Rev. 2-88) (EG) 
Prescnhed hy ANSI Std. 238,18 
Designed using Perform Pro, WHSIOIOR, Oct 94 



W^'' 

Final Report: Design and Optimization of 
Passive and Active Imaging Radar 

Richard E. Blahut, Yoram Bresler, Weng C. Chew, 
Pierre Moulin, and David C. Munson, Jr. * 

June 3, 2002 

Contents 

1 Objectives 
1.1    Related Work , . , 

2 Accomplishments and New Findings 
2.1 Making FISC Compatible Models with GeomFix  .... 
2.2 "ftacking and Classification  
2.3 Radar Imaging  
2.4 Nonlineai Inverse Scattering  
2.5 Shape Estimation (Performance Bounds and Algorithms) 
2.6 Fast Multilevel "K-ansform Algorithms  
2.7 Interferometric SAR  

3 Suggestions for Other Areas of Future Work 
3.1 Multitarget-Multisensor "Bracking Issues  
3.2 Beducing Interference from Nearby li-ansmitters   .... 
3.3 Jamming ...,.,..........,.,, 

4 Personnel Supported 
4.1 Faculty  
4.2 Postdocs  
4.3 Graduate Students .  
4.4 Undergraduate Students  

5 Publications 
5.1    Journal Publications  

5.1.1 Published  . . 
5.1.2 Accepted for Publication - In Press ........ 

2 
4 

4 
5 
6 
8 

10 
14 
15 
16 

16 
16 
16 
17 

17 
17 
18 
18 
19 

19 
19 
19 
20 

•Principal Inv^tigator: Richard E. Blahut, Coordinated Science Laboratory, Univ. of Illinois, 1308 W. 
Main, Urbana, IL 61801, tel: (217)-333-6669, fax: (217) 244-1642, B-mail:blahutOshaanon.csl.uiuc.edu. 
Technical contact: Aaron D. Lanterman, School of Electrical and Computer Engineering, Georgia Institute 
of Technology, Mail Code 02B0, Atlanta, GA 30332, tel: (404)-385-2548, fax: (404)-894-8363, E-mail: 
lauitermaOece.gatech.edu 



5.1.3    Submitted for Publication ...,....,...,......,..., 20 
5.2 Dissertations  .......,,..,,.,.... 20 
5.3 Conference Publications  ............................. 21 
5.4 Book Chapters  23 

6 Interactions/'B'ansitions 24 
6.1 Interactions with Government Organizations and Lockheed-Martin ..... 24 

6.1.1 Meetings at Lockheed-Martin Mission Systems   ............ 24 
6.1.2 Visits to UIUC by Lockheed Martin and DARPA Peraonnel ..... 25 
6.1.3 Internships ......,..,.,....,... 25 

6.2 Other Pajticipation/Presentatiorm at Meeting and Conferences  25 
6.3 Visitors  27 

7 New Discoveries, Inventions, or Patent Disclosures 27 

8 Honors/Awards 27 

9 Appendix 31 

1    Objectives 

Our effort focused on the development algorithms for tracking, imaging, and recognizing 
aircraft via radar systen^ by exploiting statistical inference techniques, state-of-the-art 
physics-based modeling of electromagnetic phenomena, and advances in digital signal pro- 
cessing. Although this thrust considered both passive and active radar, the prime mo- 
tivation of our study was the fascinatmg new class of passive (abo called "parasitic" or 
"hitchhiking") radar systems which exploit "illuminators of opportunity" such as com- 
mercial television, FM radio, or cell phone broadcasts. Such systems may remain entirely 
covert, unlike traditional active radars which reveal their presence and location through 
their transmteiorm. These sorts systenm have gained notably increasing attention over 
the years that we have been investigating them; for instance, Roke Manor in the U.K. is 
currently developing such a system based on cell phone trarmmissioi^, and the French have 
been experimenting with s^tems exploiting digital broadcasts. The clandestine nature 
of such systems and their alleged potential for detecting low-observable targets has ako 
brought them much attention from the mainstream press. 

The cost dynamics of passive radar systeniM are also attractive. A large portion of 
the cost of a traditional active radar systems is in the transmitter, whereas designers of 
"hitchhiking" or "parasitic" radars have high-power, wide-coverage trammitters already 
available. The tradeoff lies in the realization that most communication systems are narrow- 
band and are not designed with radar applications in mind; however, this is potentially 
mitigated by the sheer number of exploitable transmitters that are out there. The cost 
then shifts from the active radar's transmitter to the development of algorithms capable 
of making sei^e of the measured "ethereal babble" - the tangled weave of signak arising 
from both sources in the environment and reflections off aircraft of interest - and the 



development of hardware to execute those algorithms. The cost of an active transmitter 
remains relatively fixed, while cost of computational horsepower continues to decrease. 

We anticipate our research contributing to passive radar systems as illustrated in 
Figure 1. The items labeled in blue indicate aspects of the many currently implemented 
systems, namely the tracking of targets using positions and velocities. Of immediate 
interest is using the position and velocity information, augmented with the magnitude 
and phase of the returned signate, to both image and classify targets. The classifier we 
have implemented compares the received signals to signals predicted using the Past Illinois 
Solver Code (FISC) developed at the Center for Computational Electromagnetics at the 
University of Illinois. The system may encounter targets which are not in the classifier's 
library; hence it will be helpfiil to form images of sudi targets to give to a human analyst. 
Alternative target classifiers that i^e the result of an imaging stage as input could also be 
explored in the future. Th^e classification and imaging efibrts are indicated i^ing black 
lettering. 
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Figure 1: Anticipated eventual contributions to Lockheed Martin's Silent Sentry'^'^ and 
similar systen^. 

The red lettering indicates the more ambitious goal of introducing feedback between 
the recognition and tradcing stages. Another component of our project resided in the 
theoretical domain of nonUnear inverse scattering. Most of this work has been in two 
dimensiorm, which provides a testing ground for the more analytically and computation- 
ally complex three-dimensional electromagnetic problem. Although some of our results 
in this area may not be currently implementable in a real-time system, they provided 



theoretical underpinnings for other aspects of the project. In addition, the continued in- 
crease of computing power (along with decreasing costs) may eventually make the more 
computationally intensive algorithms more practical for real-time implementation. 

1.1    Related Work 

In the United Kingdom in the mid-80s, Griffiths and Long [1] attempted to extract range 
information from backscattered television signals. Plagued by the low signal-to-noise ratio 
resulting from the available equipment and the range ambiguity inherent in the sync pulses 
of an analog TV signal, the results did not seem encouraging. However, a decade later, 
Howland [2] successMly tracked targets by abandoning any attempt to directly measure 
range in favor of the velocity information contained in the doppler-shifted TV carrier and 
the angle-of-arrival information derived from a simple two-antenna array. Exotic track 
initialization algorithms, combined with a Kalman filter, fiise the doppler and angle-of- 
arrival information into Cartesian coordinate tracks. The most sophisticated manifestation 
of this kind of technology is probably the Silent Sentry system developed by Lockheed 
Martin Mission Systen^ of Gaithersburg, MD, which can exploit both analog television 
and FM radio signals. We have been fortunate to be able to collaborate with Lockheed 
Martin's Passive Coherent Location (PCL) group who have been advMng ra over the 
course of this research (as an unfunded and unfunding partner) and provided real data 
collected with their Silent Sentry testbed. Another well known system is the Manastash 
Ridge Radar developed by the University of Washmgton [3, 4], which uses PM radio-based 
passive radar for atmospheric studies. Other testbed systems are under development by 
Dynetics [5]. 

A number of Italian r^earchers [6, 7] have considered passive radar for imaging large 
areas of terrain. To achieve the necrasary resolution and signal-to-noise ratio, they coMider 
integration times on the order of half a day. With such large integration times, moving 
objects (such as tree leaves blown by the wind, ocean surfeces, etc.) tend to be canceled out 
in such terrain mapping systems. In particular, Prati [6] et al. investigate the feasibility 
of a parasitic SAR system exploiting digital audio broadcasts (operating in the L-band, 
with a carrier frequency around 1.5 GHz and a bandwidth of 4 MHz). Caazani et al [7] 
report experimental results obtained from a grotmd-based receiver exploiting digital TV 
broadcast satellite trammissions (with a bandwidth of approximately 20 MHz). 

2    Accomplishments and New Findings 

A selected set of papers documenting accomplishments and new findings are provided in 
the appendix. The paper compilation in the appendix is meant to be representative of 
the overall scope of the work and is not intended to be exhaustive. Complete references 
are given in the Publications section. Most of the papers Usted may be downloaded from 
iwers.ece,gatech.edu/~lanterma/pcl. 



2.1    Making PISC Compatible Models with GeomPix 

The ability to simulate the electromagnetic scattering of aircraft-sized targets is important 
to our study in two aspects: first, it allows us to build target libraries for automatic target 
recognition (ATR) algorithms; and secondly, it allows us to test those ATR algorithms as 
well as test image formation algorithms. 

We have consistently employed the method-of-moments code FISC, developed by the 
Center for Computational Electromagnetics at the Univ, of Illinois (and distributed by 
SAIC Champaign as part of the XPATCH package), throughout our project. Unfor- 
tunately, FISC is quite picky about the quality of models which it takes as input. In 
particular, the model must be a single closed surface, and every edge of every triangle 
must line up exactly with some edge of some other triangle. Such models are rare. In our 
previoxB work, we either built such models from scratch (scanning in diagrams and typing 
in coordinates) or were luckily enough to find a model which could be readily made FISC 
compatible. These models include the VFY-218 (which came with PISC), the Flying Bat 
(built from scratch from hobby shop sources), the Falcon 20 and 100, the F-22, and the 
T-38A (all purchased from Viewpoint, a 3-D content provider whose primary customer 
mems to be the entertainment industry) and the Cessna ^2c (free demo model from 
Viewpoint). 

To facilitate expaiwion of our model Ubrary, we piurchased the GeomFix software made 
by MATIS, Inc. GeomFix contains many tools for taking a "messy" CAD model and mak- 
ing it FISC compatible. However, the process is far from fiilly automated, and effectively 
wielding the power of GeomFix seems to be far more of an art than it is a science. We 
have been in frequent contact with MATIS, reporting bugs and making suggestions for 
improving the GeomFix paAage. Fig. 2 shows PISC-compatible models of an X-29 and F- 
15 made with GeomPix. The source for the X-29 model was a facet file provided with the 
standard XPATCH distribution. The F-15 model was purchased from Viewpoint. Both 
models required substantial and tedious cleanup with GeomFix. 

Figure 2: FISC compatible X-29 and F-15 models created using GeomPix, 



Recognized Ctos 
Falcon-20 Falcon-100 VFY-218 Flying Bat F-22 

Correct 

Class 

Falcon-20 931 68 0 0 1 
Falcon-100 80 834 24 10 52 
VFY-218 1 14 965 13 7 
Flying Bat 0 21 3 872 104 
F-22 0 80 10 131 779 

Table 1: Recognition performance of stand-alone classifier on a five-class problem. Noisy- 
observations of RCS were synthesized from the GPS ground truth, but Lockheed Martin's 
actual state estimates were used to compute likelihoods. 

We hope that the availability of more FISC compatible models will increase interest 
in FISC and other method of moments codes, such as those developed under DARPA's 
Virtual Electromagnetic test range. It should be noted that our models have not been 
rigoroiMly validated against real test data, nor do we plan to, as doing so might lead to 
difficulties with security classification. The modek are intended solely to provide proof- 
of-concept support in the development of imaging and recognition algorithms. 

2.2    Tracking and Cl^sification 

Classification via Target Libraries: Lockheed Martin Mission Systems suppUed iw 
with actual radar data (delay, Doppler, and received power) collected during a field trial 
conducted in 1999. The pmpose of the trial was to demonstrate the tracking capabilities of 
their system against a Dassault Falcon 20 (a small commercial jet) as it executed various 
maneuvers. Lockheed Martin atoo supplied us with their radar system's position and 
velocity estimate for the trajectory of the Falcon-20, as well as the GPS ground truth 
from the trial. 

With this data, we were able to conduct two typra of experiments. The first type 
consisted of simulations in which we synthesized noisy observations of RCS ming the 
GPS ground truth and the known locations of the receiver and FM illimiinators. By 
synthesizing RCS data in this way, we were able to vary the identity of the correct target 
class. However, we still used Lodcheed Martin's state estimates. Thus, the observed RCS 
was mwmatched to the position data (to whatever extent the state estimates happened 
to be in error). Using this approach, we conducted a five-class recognition experiment. 
We performed 1000 Monte Carlo simulations for each choice of correct class (i.e., 1000 
runs where the Falcon-20 was the true target, 1000 rims where the VFY-218 was the 
true target, etc.). The track coraisted of 428 samples and the observation likelihood was 
assumed to be Ricean (reflecting the assumption of independent additive Gai^sian noise 
in each branch of Lockheed Martin's quadrature demodulator). The resulting conftision 
matrix is shown in Table 1, For all five target classes, there is enough information in the 
observed RCS to correctly classify the unknown target at least 77% of the time. 

The second type of experiment we performed was actual classification using the mea- 
sured power provided by the Silent Sentry system.  Because the data we received firom 



Lockheed Martin is protected under a non-disclosure agreement, we do not show plots 
that compare our ratimated RCS to the measured RCS here. Instead, we show RCS 
curves based on GPS p-ound truth for a single illuminator and a portion of the complete 
trajectory. Fig. 3 displays the expected RCS as computed raing our FISC databases for 
three of the five target classes. This figure is meant to demonstrate, using an actual aircraft 
flight path, that there are substantial differences between the RCS curves of competing 
classra. This would be expected to lead to robust classification performance. In fact, we 
were able to correctly classify the Falcon-20 uBing the actual received power measurements 
from the Lockheed Martin trial out of the same set of models i^ed in our Monte Carlo 
study. Careful cormideration of various details of the Silent Sentry system (such as the 
array antenna pattern) was essential in order to wrangle the raw Silent Sentry data into a 
form amenable to our RCS classifier. Lockheed Martin Mission Systems^ was quite helpM 
in providing these important details. 
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Figure 3: RCS curves for three of the different target classes computed using FISC and 
the GPS ground truth. 

Joint "n-acking and Classification virith Nonlinear Filters: We have fused RCS 
data with delay and doppler data in an attempt to get better classification and more 
accurate target tracks by linking position and orientation estimates though nonlinear 

We would like to thank Dr. Bert Bradford and his colleague for their continuing technical assistance 
throughout thfa project, as well as Dick Lodwig for his sage advice and overall support. 



dynamical equations of motion. Preliminary work on using particle filters [8, 9, 10] (also 
known as "condensation" or "sequential Monte CarW filters) to perform inference is 
documented in the appendix in «A Particle Filtering Approach to PM-Band Passive Radar 
•nracking and Automatic Target Rscognition." Shawn Herman's doctoral dissertation on 
this work is expected to be completed in August 2002. 

2.3    Radar Imaging 

Imaging With Realistic Sampling Patterns: The conference paper "Deconvolution 
Techniques for Passive Radar Imaging" provided in the appendix shows results of imaging 
using the kinds of Fourier samplings which would arise from using a passive radar system 
with narrowband transmitters. It atao shows results of applying the CLEAN algorithm 
[11, 12] to these images. The results illustrate the need to search for more sophisti- 
cated techniques. Yoram Bresler and his student Raman Venkataramani have developed 
a body of theorems characterizing the sparse imaging problem. References describing 
their work are listed in the Publications section. Copies are not given in the appendix 
since they are lengthy and highly mathematical; they are available for download from 
users.ece,gatech.edu/~lanterma/pcl. Some of then: recent papers extend their theory to 
the multiple-input multiple-output case, which could be applied to polarimetric imaging. 

Wide-Angle Imaging: We have crafted methods of imaging from wide-angle data 
iMing time-frequency transfornM. These methods allow us to deal with target reflectivities 
with change with aspect angle. We have demonstrated that time-frequency transforms 
permit the elucidation of features whidi are either btered or canceled out using traditional 
durect Fourier recoi^truction. A journal paper draft giving theoretical analysis to explain 
the observed efiects and numerical studies usmg FISC called "Wide-Angle Radar Imaging 
using Wigner-Ville Distribution" M given m the appendix. 

Autofocus Algorithms: Our existing imaging algorithms have assumed that accu- 
rate phase information is available in the complex radar data. We are explormg ways to tie 
autofocusing tedmiques into our imaging algorithms.^ Some preliminary work comparing 
relevant autofocm algorithms is reported m the appendix in "An Experimental Study of a 
New Entropy-Based SAR Autofociw Tedmique." Some recent experiments with simulated 
annealing are showing much promtae. 

Iterative Algorithms for Statistical Radar Imaging: We have developed a fast 
implementation of an iterative expectation-maximization algorithm for generating delay- 
doppler images with higher resolution than that obtainable with traditional matched filter- 
ing. The latest version of this ongoing work is described in the attached conference paper 
"Efficient Implementation of an Expectation-Maximization Algorithm for Imaging Diffuse 
Radar Targets." This work has a dual-me application in radio astronomy, which is docu- 
mented in a book chapter available for download from users,ece.gatech.edu/~lanterma/pcl. 

Holographic Reconstruction on a Digital Computer: We have derived an algo 
rithm based on holographic backprojection principles to combine information from differ- 

*It is unlikely that such algorithms will be usable on the Lockheed Martin data set TO currently possess; 
the long integration time used by Silent Sentry implies that the target has moved many wavelengths over 
the time that a single data point is formed, rendering the phase information ^entially random. Data sets 
collected with shorter integration times, so that the "stop and go» model typically used in radar imaging 
is valid, would be quite helpful. 



ent polarizations; this work is arcMved in a paper submitted to IEEE Trans, on Antennas 
and Propagation, We have not attached the paper since it is lengthy and highly technical; 
instead; we will show some more recent results here. 

We have reconstructed airplane projections from three-dimensional airplane modeb, 
using only data collected from line apertures, taking the polarization of electromagnetic 
waves fully into account. These linear algorithms are based on the holographic backprop- 
agation principle and the vector Porter-Bojarski equation. Details are given in [13]. 

Figure 4: Holographic recomtruction of the VPY-218 from HH (upper left), HV and VH 
(lower left and upper right), and W (lower right) polarized data. 

We simulated data for a 180 degree aperture at frequencies from 55.25 MHz to 79.25 
MHz with a 6 MHz spacing (corresponding to television channels 2 through 6) nsing PISC. 
Reconstructions from these data sets, ming single polarizatiorm, are shown in Figures 4 
through 6 for the VFY-218, the Bat, and the Falcon 100. Figure 7 shows the result of 
combining the various polarizations. Here, the method of combination is dictated by the 
holographic algorithm. 

In Figure 4, notice that the double-wing structure of the VFY-218 is clearly vMble in 
the HH recoiKtruction, as are the rudder and cockpit in the W reconstruction. Figure 5 
nicely shows the triangular shape and double-rudder structure of the Bat. In Figure 6, 
the particular sweepbadc angle of the Falcon lOO's winp can be readily seen in the W 
reconstruction, and the VV image shows the rudder, cockpit, and engine. 



Figure 5: Holographic reconstruction of the Bat from HH (upper left), HV and VH (lower 
left and upper right), and W (lower right) polarized data. 

2.4    Nonlinear Inverse Scattering 

Colton-Kirsch Linear Sampling Methods: A novel set of inverse scattering methods 
have appeared within the past few yeara in the applied mathematics literature, Th^e 
so-called "sampling" methods have a certain characteristic structure: for a given sample 
point in the reconstruction domain, one performs a computation involving the measured 
scattering data and the location of that point; this computation results in a single number 
for that point. Depending on that number, the selected sample point is declared either 
"imide" or "outside" the scatterer boundary. Through our experiments with these new 
methods, we hope to introduce them to the mainstream electrical engineering audience. 
Unfortunately, the methods have a few limitations which currently limit their applicabiMty 
to our passive radar problem: 1) they are for monofrequent excitation, whereas a radar 
system often involves several different frequencies, and 2) the range of observed angles 
needs to be the same as the range of incident angles. Modificatiom of the methods whidi 
relax these requirements would be quite helpftil. 

In the journal paper "A Comparison of the Colton-Kirsch Inverse Scattering Methods 
with Linearized Tomographic Inverse Scattering," provided in the appendix, we show 
results concerning the first of these methods, the "linear sampling" method developed by 
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Figure 6: Holographic reconstruction of the Falcon 100 from HH (upper left), HV and VH 
(lower left and upper right), and W (lower right) polarized data. 

D. Colton and A. Kirsch and their colleagues [14, 15, 16, 17, 18, 19, 20, 21, 22]. The 
method consists of solving an equation of the form Fg = /, where F is an array of the 
scattering data and / is a matrix of complex exponentials which aie a function of the 
sample point. Points where \\g\\ "blows up" are considered outside the scatterer. We 
compared reconstructions with the linear sampling tedinique with reconstructions formed 
by linearized tomographic inverse scattering algorithna. We observed uniKual phenomena 
in the Colton-Kirsch recoiatructiora which do not seem to be well explained by the existing 
theory. We hope th^e numerical r^ults will provide the impetus for fiurther theoretical 
developments. 

Kirsch's New Inverse Scattering Method: A. Kirsch has developed a new method 
which is similar in spirit to the "Unear sampling" method described above. Instead of 
solving a linear equation at each sample point in the reconstruction domain, one solves 
a certain one-dimensional optimization problem, and then computes a certain quadratic 
form. If this quadratic form is nonzero, then the point is considered to be inside the 
scatterer. 

We have implemented Kirch's new technique and are currently comparing it to both 
Hnear recoMtruction methods and the earlier Colton-Kirsch methods. This is ongoing 
work.  Some preliminary two-dimensional experiments are shown here.  In these experi- 

11 



Figure 7: Holographic reconstruction of the VFY-218 (left), the Bat (center), and the 
Falcon 100 (right) raing data for all polarizations. 

ments, the object is taken to be an infinitely extended cylinder with profile given by one 
of the shapes in Fig. 8. We aasume that a fuU circle of data, both m incident angle and 
observed angle, is available. The incident wave is either a traverse magnetic (TM) or 
traverse electric (TE) wave of either 100 or 200 MHz. The results are shown in Fig  9 

Figure 8: Boundaries of two-dunensional objects used in the simulations with Kksch's 
new method. Wrom left to right: VFY-218, B-2, F-15, and YP-23 shapes. 

In our experiments with the origmal Colton-Kirsch Imear sampling methods, we found 
some unusual behavior; in particular, we found the scatterer outline to be most evident 
where the norm of g was the smallest, instead of where it blew up. We found no such 
surprises with Kirsch's new method; it more or Im seems to operate as advertised. Notice, 
however, that the method seems unable to reconstruct concave features; it seems to give 
the convex hull of the object. 

Potthast has developed another set of methods in the same class [231 which would be 
interesting to explore. 

Distorted Born Iterative Method: We have reconstructed 2-D airplane-like shapes 
m the pixel domain using the distorted Born iterative method, as applied to metallic scat- 
ters. Our solution incorporates fast electromagnetic solvers employing the multilevel fest 
multipole algorithm and half-quadratic regularization techniques to regularize the solution 
without smoothing across object boundaries. This work is archived in the journal paper 
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"A Multilevel Fast Multipole Based Approach for Efficient Reconstruction of Perfectly 
Conducting Scatterers" provided in the Appendix. 

2.5    Shape Estimation (Performance Bounds and Algorithms) 

Performance Bounds for Shape Estimation Problems: We have developed Cramer- 
Rao bounds on the ability to estimate the shapes of targets. Four papers in the appendix 
document this work. The published journal papers "Asymptotic Global Confidence Re- 
gions in Parametric Shape Estimation Problems" and "Cramer-Rao Bounds for 2-D Target 
Shape Estimation in Nonhnear Inverse Scattering Problems with Application to Passive 
Radar" respectively focus on underlying mathematical theory and its application to a full 
nonlinear electromagnetics model. The submitted journal paper "Cramer-Rao Bounds 
for Parametric Shape Estimation in Inverse Problems" studies its appMcation to linear 
problems such as Fourier imaging. The theory is extended to three dimensions in "Global 
Confidence Regiom for Parametric Surface Estimation." 

Shape Estimation from Sparse Data: We have explored both level set ("A Self- 
Referencing Level-Set Method for Image Reconstruction from Sparse Fomier Samples") 
and parametric contour ("Complexity Regularized Shape Estimation from Noisy Fourier 
Data") methods for recomtructmg images from the sparse Fourier data available in passive 
radar systems. 

Figure 10: Left panel: Inversion of a full Fourier data set. Middle panel: Sampling pattern 
corresponding to a particular data collection scenario. Right panel: Inversion of a partial 
Fourier data set, corresponding to the sampMng pattern shown in the middle panel. 

Here we show a more recent example employing the level set method. The images 
displayed here are reconstructed from data generated by FISC for the Falcon. The left 
panel of Fig. 10 shows the result of mverting a full Fourier data set; such data cannot 
be collected in practice. The middle column of the same figure shows a Fourier sampling 
pattern corresponding to a physical flight path. (Our previoiw demonstratioM of the 
level set techniques used a randomly generated sampling pattern for initial analysis of the 
algorfthm's effectiveness.) Straightforward mversion of the partial data from this sampling 
pattern yields the blurry image shown in the right panel of Fig. 10. 

A reconstruction ming level set methods is shown in the top row of Fig, 11. When a 
particular axis of symmetry is known, the domain estimate evolution can be modified to 
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Figure 11: Results of level set algorithm. Top row shows original results; bottom row 
shows results where symmetry of the estimated domain (non-zero pixel set) is enforced. 
Left column: magnitude of estimated reflectivitira. Middle column: estimated domain 
(set of non-zero pixeb.) Right column: squared error as fimction of iteration. 

take advantage of this &ct. Such results are shown in the bottom row of Pig. 11. The 
incorporation of this symmetry results in an image that has a smaller final error residual 
(17% reduction from the previoiK case which has no symmetry axis), converges faster, 
and has more a^thetically pleasing results, with the wings and body of the plane more 
readily identifiable. 

2.6    Past Multilevel "n-ansform Algorithms 

i^t Backprojection Algorithms: FPT-based methods are commonly used in radar 
due to thefr computational efliciency. Backprojection offers several advantages over PFT 
methods: it accommodates a wider variety of autofocus algorithms, it is more natural 
for wide apertures, and can correctly accommodate near-field scenarios. Conventional 
backprojection, however, is significantly slower than its FFT-based counterparts. We 
have crafted novel recursive backprojection algorithms for both far-field and near-field 
SAR unaging, as described in the appendix in "An N^logN Back-Projection Algorithm 
for SAR Image Formation.'^ The follow-up paper "A Past Back-Projection Algorithm for 
Bistatic SAR Imaging" extends this work to the bistatic scenario which is more appropriate 
for passive radar. 

Wast Fourier Itansforms on Nonuniform Grids: Many areas of radar imaging 
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require transformation between spatial and frequency domains, where the data in both 
domaiiK m nonuniform. We have developed fast Fourier transforms which can operate 
efficiently on such nonuniform data. These algorithms take on the spirit of the multilevel 
fest multipole methods used in codes such as FISC, The appended conference papers "Fast 
Fourier "Bransform of Sparse Spatial Data to Sparse Fourier Data" and "A Sparse Data 
Fast Foturier liansform (SDFFT) - Algorithm and Implementation" describe this work. 

2.7    Interferometric SAR 

We have computed optimal antenna spacings for active interferometric SAR using multiple 
antennas to eliminate ambiguities; this work documented in the appendix in the paper 
"Optimal Antenna Spacings in Inferferometric SAR." A revision of this paper is under 
preparation for submission to IEEE IVans, on Aerospace and Electronic Systems. 

3    Suggestions for Other Areas of Future Work 

Over the course of this work, it became apparent that there were many aspects of passive 
radar systems which would benefit from future research. Some of those areas are described 
here. 

3.1 Multitarget-Multisensor Tracking Issues 

Many of the usual issues and difficulties faced in target tracking appMcations get turned 
around when we move from active to passive radar. In many traditional passive tracking 
problenm, such as sonar, emphasis is placed on tracking targets using angle measurements, 
with tracks often initialized via triangulation. In passive radar systems using television 
or PM radio signals, precise angle measiu-ements are difficult to come by. Rough range 
measurements from FM radio may be iwed to initialize tracks via trilateration. The best 
information available is the Doppler shift associated with target velocity. 

Numerot^ multitarget-multkensor tracking tesues arise in such systen^; the data as- 
sociation problem often becomes particularly difficult. The target tracking community 
seems to be converging upon "multiple frame assignment" using "Lagrangian relaxation" 
as one of the best ways to addr^s the multitarget-multisei^or problem. We are not aware 
of any existing work applying these methods to the passive radar problem. There seem 
to be two schools of thought on Lagrangian relaxation, one arMng from the Univ. of 
Connecticut [24, 25, 26, 27], and the other from a Colorado State Univ. spinoff company 
called Numerica [28, 29]. 

3.2 Reducing Interference from Nearby Transmitters 

The performance of any radar system is ultimately limited by the available signal-to-noise 
ratio. Some of the noise arises from galactic radiation and thermal noise in the receiver; 
there is little one can do about those nuisances. Another source in passive radar systems is 
out-of-band interference from the plethora of commercial transmitters. The FCC specifies 
that every station must have a broadcast power lower than a certain number of decibels 
outside a certain bandwidth; httle else is said about what the transmitter does outside 

16 



of that. These "skirts" barely bother FM music reception, since the consumer's radio 
receiver is simply looking for a frequency-shifted carrier. However, the skirts from a 
large number of transmitters can create a nightmare for a passive radar system, since the 
reflected signal being sought is at the level of the skirts. An informal presentation by 
Dick Lodwig of Lockheed Martin Mission Systems at a meeting at the Air Force Institute 
of Technology suggested that successfully combating such "skhrt" noise could potentially 
double the detection range of the Silent Sentry system. 

3.3    Jamming 

The role of jamming in PCL systems can be considered from two viewpoints; we may put 
ourselv^ the seat of a pilot attempting to infiltrate an area which might potentially be 
surveyed by a PCL system, or we may put ourselves in the position of engineers trying 
to design a PCL system to be resistant to jamming. One cannot Mly attack the problem 
from one viewpoint without considering the other. 

The countermeasure side -jamming a PCL system - is made more complicated by the 
fact that one does not know where the system is located, or what trammitters are being 
exploited. Finding optimal jamming strategies (a difficult problem, as the jammer often 
finds itself becoming a target in short order) is of vital importance to the U.S. Air Force, 
as many countries (both friendly and not so friendly) are suspected to be developing PCL 
technology. 

The counter-countermeasme side - making a system resistant to jamming - is difficult 
due to the low signal strength of the signals bouncing off the aircraft of interest; raising 
the noise level at the receiver does not require an appreciable amount of power. A PCL 
system must be adaptive, able to determine that it is being jammed, and to switch to other 
transmitters and frequencies which are not being jammed. Architectural ksues in tern^ of 
exploiting the diversity of data available from using multiple receivers will be particularly 
important. Another issue needing investigation is the often-made (but seldom rigorously 
backed up) claim that a PCL system can switch to using the jammer itself as a new 
illuminator of opportunity, 

4    Personnel Supported 

4.1    Faculty 

• Richard E. Blahut (PI), Professor and Head of Electrical and Computer Engi- 
neering 

• Yoram Bresler, Professor of Electrical and Computer Engineering 

• Weng C. Chew, Professor of Electrical and Computer Engineering; Director of the 
Center for Computational Electromagnetics 

• Pierre Moulin (co-PI), Associate Professor of Electrical and Computer Engineering 

• David C. Munson, Jr., Professor of Electrical and Computer Engineering 
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4.2 Postdocs 

• Michael Brandfass worked primarily with Weng Chew. In September 2000, he 
joined AeroSensing, GmbH in Germany. 

• Aaron Lanterman assisted with overall coordination of the project and was the 
primary point-of-contact for both DARPA and Lockheed Martin. In August 2001, 
he left UIUC to join the feculty of the School of Electrical Engineering at the Georgia 
Institute of Technology. 

• Natalia Schmid joined the project in January 2001, after completing her doctorate 
at Washington University in St, Louis. She worked primarily with Yoram Br^ler 
and Pierre Moulin on investigating problems of shape estimation from sparse Fourier 
data. 

• Sviatoslav Voloshynovskiy worked primarily with Yoram Bresler and Pierre Moulin. 
He left UIUC in February of 1999 to accept a position at University of Geneva. 

• Jong Ye joined UTUC in February of 1999 and worked primarily with Yoram Bresler 
and Pierre MouUn. He joined Polaroid at the beginning of 2001, and is currently 
with Phillips Research. 

4.3 Graduate Students 

• Alaeddin Aydiner, student of Weng Chew. 

• Jeffrey Brokish is a PhD student of Yoram Bresler's. He joined the project in 
January of 2001 to continue Jong Ye's work on level set methods. 

• Yu Ding, student of David Munson. 

• Shawn Herman is expected to complete his PhD under Pierre Moulin in August 
2003. He has accepted a position as a r^earch scientist at Numerica, a company 
founded by Aubrey Poor to work on multitarget multisensor tracking algorithms. 

• Air Force Capt. Larkin Hastriter is a doctoral student under Weng Chew. He 
served in an advisory role to the radar imaging and recognition project. 

• Soumya Jana, doctoral student of Pierre Moulin. 

• Rob Morrison is a master's student working imder David Munson. He joined the 
project in January of 2001 to work on autofociM issues. 

• Raman Venlmtaramani completed his PhD under Yoram Bresler. 

• Xinzhou Wu, student of Weng Chew. 

• Yong Wu completed his third year of PhD studies under David Munson; he has 
returned to Singapore to work in industry. 

• Shu Xiao completed her PhD under David Munson. 



4.4    Undergraduate Students 

• Amit Rana was senior tasked with creating data sets using FISC in 2000. 

5    Publications 

5.1    Journal Publications 

5.1.1    Published 

• M. Brandfass, A,D. Lanterman, and K,F. Warnick; "A Comparison of the Colton- 
Kirsch Inverse Scattering Methods with Linearized Tomographic Inverse Scattering," 
Inverse Problems, Vol. 17, No. 6, Dec. 2001, pp. 1797-1816. 

• M. Brandfass and W.C Chew, "A Multilevel Past Multipole Based Approach for 
Efficient Reconstruction of Perfectly Conducting Scatterers," Journal of Electromag- 
netic Waves and Applications, Vol. 55, No. 1, Jan. 2001, pp. 81-106. 

• A.D. Lanterman, "Jump-Difft^ion Algorithm for Multiple Target Recognition Using 
Laser Radar Range Data", Optical Engineering, Vol. 40, No. 8, August 2001, pp. 
1724-1728. 

• A.D. Lanterman, "Schwarz, Wallace, and Rissanen: Intertwining Themes in Theories 
of Model Order Estimation," International Statistical Review, Vol. 69, No. 2, August 
2001, pp. 185-212. 

• J. Liu and P. Moulin, "Statistical Imaging and Complexity Regularization," IEEE 
Trans, on Information Theory, Vol. 46, No. 5, August 2000, pp. 1726-1777. 

• R. Venkataramani and Y. Br^ler, "Optimal Sub-Nyquist SampUng and Reconstruc- 
tion for Multiband Signals," IEEE TYans. on Signal Processing, Vol. 49, No. 10, 
Oct. 2001, pp. 2301-2313. 

• R. Venkataramani and Y. Bresler, "Perfect Recomtuction Formulas and Bountk on 
the Aliasing Error in Sub-Nyquist Sampling of Multiband Signals," IEEE T¥ans. on 
Information Theory, Vol. 46, No. 6, Sept. 2000, pp. 2173-2183. 

• J.C. Ye, Y. Bresler, and P. MouUn, "Cramer-Rao Bounds for 2-D Target Shape 
Estimation in Nonlinear Inverse Scattering Problems with Application to Passive 
Radar," IEEE Trans, on Antennas and Propagation, Vol. 49, No. 5, May 2001, pp. 
771-783. 

• J. Ye, Y. Bresler, and P. Moulin, "Asymptotic Global Confidence Regions in Para- 
metric Shape Estimation Problems", IEEE T¥ans. on Information Theory, Vol. 46, 
No. 5, August 2000, pp. 1881-1895. 
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5.1.2 Accepted for Publication - In Press 

• A. Jain, P. Moulin, M.I. Miller, and K. Ramchandran, "Information-Theoretic Bounds 
on Target Recognition Performajice Based on Degraded Image Data,^' IEEE Trans, 
on Pattern Analysis and Machine Intelligence, accepted for publication, to appear 
2002. 

• J.C. Ye, Y. Bresler, and P. Moulin, "Cramer-Rao Bounds for Parametric Shape 
Estimation in Inverse Problems'% IEEE TVans. on Image Processing, accepted for 
publication. 

5.1.3 Submitted for Publication 

• M. Brandfess, K.-J. Langenberg, and A. Rohrmoser, "Electromagnetic Diffraction 
Tomography in Angular Diversity Mode," submitted to IEEE Ik-ans. on Antennas 
and Propagation. 

• S. Jana and P. Moulin, "Optimal Design of IVansform Coders for Joint Signal Clas- 
sification and Compression," IEEE l^-ans. on Information Theory, to be submitted. 
May 2002, 

• A,D. Lanterman, "Maximum-Likelihood Estimation for Hybrid Specular/Diffuse 
Models of Radar Imaging and Target Recognition," submitted to IEEE Trans, on 
Aerospace and Electronic Systems, May 2000. 

• Y. Wu, A.D. Lanterman, and D.C. Munson, Jr., "Wide-Angle Radar Imaging using 
Wigner-Ville Distributions," currently under preparation. To be submitted to lEE 
Proc. F: Radar, Sonar, and Navigation, 2002. 

• R. Venkataramani and Y. Bresler, "Filter Design for MIMO Sampling and Recon- 
struction", submitted to IEEE T¥ans, on Signal Processing, Jan, 2002. 

• R, Venkataramani and Y. Bresler, "MIMO SampMng: Necessary Dei^ity Condi- 
tions," submitted to IEEE Trans, on Information Theory, Dec, 2001. 

• R, Venkataramani and Y. Bresler, "Sampling Theorems for Uniform and Periodic 
Nonuniform MIMO Sampling of Multiband Signals," submitted to IEEE Trans, on 
Signal Processing, Dec. 2001. 

• J.C. Ye, Y. Bresler, and P. Moulin, "Global Confidence Regions for Parametric 
Surface Estimation," invited paper, submitted to International Journal of Computer 
Vision, April 2001, 

5.2    Dissertations 

• S. Herman, "Nonlinear Filtering Techniques for PM-Band Passive Radar Track- 
ing and Automatic Target Recognition," PhD thesis, Univ. of Ilhnois at Urbana- 
Champaign, anticipated Aug. 2002, 
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• R. Venkataramani, "Sub-Nyquist Multicoset and MIMO Sampling: Perfect Recon- 
struction, Performance Analysis, and Necessary Density Conditions," PhD thrais, 
Univ. of Illinois at Urbana-Chaunpaign, Dec. 2001. 

• S. Xiao, "Topics in CT and SAR Imaging: Fast Back-Projection Algorithms and 
Optimal Antenna Spacings," PhD thesis, Univ. of Illinois at Urbana-Champaign, 
Feb. 2001 

5.3    Conference Publications 

• A. A. Aydiner, W.C. Chew, J. Song, "A Sparse Data Fast Fourier li-ansform (SDFFT) 
- Algorithm and Implementation," IEEE Antenna and Propagation International 
Symposium, Vol. 4, July 2001, pp. 638-641, 

• M. Brandfass and W.C. Chew, "Microwave imaging as applied to remote sensing 
making use of a multilevel fast multipole algorithm," in Algorithms for Synthetic 
Aperture Radar Imagery VII, Proc. SPIE 4053, Ed: E.G. Zelnio, Orlando, FL, 
April 2000, pp. 52-63. 

• Y. Bresler, M. Gastpar, and R. Venkataramani, "Image Compression On-The-Fly 
by Universal Sampling in Fomier Imaging Systems," Proc. 1999 IEEE Information 
Theory Workshop on Detection^ Estimation, Classification, and Imaging, Santa Fe, 
NM, February 1999. 

• W.C. Chew and J.M. Song, "Fast Fourier TtaMform of Sparse Spatial Data to Sparse 
Fourier Data," IEEE Antenna and Propagation International Symposium, Vol. 4, 
July 2000, pp. 2324-2327. 

• M.D. DeVore, A.D. Lanterman, J.A. O'Sullivan, "ATR Performance of a Rician 
Model for SAR Images," in Automatic Target Recognition X, Proc. SPIE 4050, Ed: 
E.G. Zelnio, Orlando, FL, April 2000, pp. 34-45. 

• Y. Ding and D.C. Mumon, Jr., "A Fast Back-Projection Algorithm for Bistatic SAR 
Imaging," Proc. IEEE International Conference on Image Processing, Rochester, 
NY, Sept. 22-25, 2002. 

• S.C. Herman and P. Moulin, "A Particle Filtering Approach to Joint Radar li-acking 
and Automatic Ibrget Recognition", Proc. IEEE Aerospace Conference, Big Sky, 
Montana, March 10-15, 2002. 

• A. Jain, P. MouUn, M.I. Miller, and K. Ramchandran, "Information-Theoretic Bounds 
on Target Recognition Performance,"  in Automatic Target Recognition X, Proc. 
SPIE 4050, Ed: F.A. Sadjadi, Orlando, FL, April 2000, pp. 347-358. 

• S. Jana and P. Moulin, "Optimal Design of Ttansform Coders and Quantizers for 
Image Classification," IEEE International Conference on Image Processing, Van- 
couver, Canada, Sept. 10-13, 2000. 
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S. Jana and P. Moulin; "Optimal Design of "B-ansform Coders for Image Classifica- 
tion," Proc. Conf. on Information Sciences and Systems, Baltimore, MD, Maxch. 
1999. 

A.D. Lanterman, "Deconvolution Techniques for Passive Radar Imaging," in Algo- 
rithms for Synthetic Aperture Radar Imagery IX, Proc. SPIE 4727, Ed: E.G. Zelnio, 
Orlando, FL, April 2002. 

A.D. Lanterman, "Efficient implementation of an expectation-maximization algo- 
rithm for imaging diffuse radar targets," in Algorithms for Synthetic Aperture Radar 
Imagery VIII, Proc. SPIE 4382, Ed: E.G. Zelnio, Orlando, PL, April 2001. 

A.D. Lanterman, "Statistical Radar Imaging of Diffuse and Specular Targets Us- 
ing an Expectation-Maximization Algorithm," in Algorithms for Synthetic Aperture 
Radar Imagery VII, Proc. SPIE 4053, Ed: E.G. Zelnio, Orlando, FL, April 2000, 
pp. 20-31. 

A.D. Lanterman, "Tracking and recognition of airborne targets via commercial tele- 
vision and FM radio signals," Acquisition, Tracking, and Pointing XIII, Proc. SPIE 
3692, Orlando, FL, April 1999. 

A.D. Lanterman, "Radar Imaging with Variations of an Expectation-Maximization 
Algorithm," Proc. 1999 IEEE Workshop on Detection, Estimation, Classification, 
and Imaging, Santa Fe, NM, February 1999, p. 51. 

R.L. Morrison, Jr. and D.C. Munson, Jr., "An Experimental Study of a New 
Entropy-Based SAR Autofocus Technique," Proc. of the IEEE International Con- 
ference on Image Processing, Rochester, NY, Sept. 22-25, 2002, to appear. 

D.W, Rieken, A.D. Lanterman, and D.R. Rihrmann, "Spatial Spectrum Estimation 
for Time-Varying Arrays Using the EM Algorithm," S8th Allerton Conference on 
Communication, Control, and Computing, October 4-6, 2000. 

N, Schmid, Y, Bresler, P. Moulin, "Complexity Regularized Shape Estimation from 
Noisy Fourier Data," Proc. IEEE International Conference on Image Processing, 
Rochester, NY, Sept, 2002. 

Y. Wu, D.C. Mmuon, Jr., and A.D. Lanterman, "Multistatic Passive Radar Imaging 
of Aircraft: A Feasibility Study Using FISC," Proc. URSI National Radio Science 
Meeting, Boulder, 00, Jan. 9-12, 2002. 

Y. Wu and D.C. Munson, Jr., "Multistatic Passive Radar Imaging Using the Smoothed 
Wigner-Ville Distribution," Proc.  of the IEEE International Conference on Image 
Processing, Thesaloniki, Greece, Oct. 2001. 

Y. Wu and D.C. Munson, Jr., "Wide-Angle L-Band ISAR Imaging Using the Wigner- 
Ville Distribution," IEEE Radar Conference, Atlanta, GA, May 1-3, 2001. 
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Y. Wu and D.C Munson, Jr., "Multistatic Synthetic Aperture Imaging of Aircraft 
using Reflected Television Signals," in Algorithms for Synthetic Aperture Radar Im- 
agery VIII, Proc. SPIE 4382, Ed: E.G. Zelnio, Orlando, PL, April 2001. 

R. Venkataramani and Y. Bresler, "Necessary Conditions for MIMO Sampling of 
Multiband Inputs", Proc. International Symposium on Information Theory, Lau- 
sanne, Switzerland, June 2002. 

• S. Xiao, Y. Bresler, and D.C. Munson, "©(JV^ log JV) Native Fan-Beam Tomographic 
Reconstruction," Proc. of the First IEEE International Symposium on Bior 
Imaging, Washington, DC, July 2002, 
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• S. Xiao, D.C. Munson, S. Basu, Y. Bresler, "An JV^logJV back-projection algorithm 
for SAR image formation," Proc. 34th Asilomar Conf on Signals, Systems, and 
Computers, Pacific Grove, CA, Oct. 31 - Nov. 1, 2000. 

• S. Xiao and D. Munson, "Optimal Antenna Spacings in Interferometric SAR," in 
Algorithms for Synthetic Aperture Radar Imagery VII, Proc. SPIE 4053, Ed: E.G. 
Zelnio, Orlando, PL, April 2000, to appear. 

• J.C. Ye, Y. Bresler, and P. MouHn, "A Self-Referencing Level-Set Method for Image 
Recomtruction from Sparse Fourier Samples," IEEE Workshop on Variational and 
Level Set Methods in Computer Vision, Vancouver, CA, July 2001; also Proc. of 
the IEEE International Conference on Image Processing, Thesaloniki, Greece, Oct. 
2001. 

• J.C. Ye, Y. Bresler, and P. Moulin, "Global Confidence Regions in Parametric Shape 
Estimation," IEEE International Conference on Acoustics, Speech, and Signal Pro- 
cessing, 2000, Itokey. 

• J.C. Ye, Y. Bresler and P. MouUn, "Fourier D^criptors for Parametric Shape Esti- 
mation in Nonlinear Inverse Scattering Problems," Signal Processing, Sensor Fusion, 
and Target Recognition IX, Proc. SPIE 4052, Ed: I. Kadar, Orlando, FL, April 2000, 
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5.4    Book Chapters 

• A.D. Lanterman, "Statistical Imaging in Radio Astronomy via an Expectation- 
MaKimization Algorithm for Structmed Covariance Estimation," m Statistical Meth- 
ods in Imaging: In Medicine, Optics, and Communication, a fratschrift in honor 
of Donald L. Snyder's 65th birthday, Ed. J.A. O'SuUivan (Washington Univ.), 
Springer-Verlag, to appear. 

• A. Srivastava, A.D. Lanterman, U. Grenander, M. Loizeaux, M.I. Miller, "Monte- 
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Doucet (Univ. of Cambridge), and Neil Gordon (U.K. Defence Research Agency), 
Springer-Verlag, pp. 533-552, 2001. 
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6    Interactions/Transitions 

6.1    Interactions with Government Organizations and Lockheed-Martin 

• Aaron Lanterman presented a project review as part of the PCL Intelligence Con- 
ference at the Defense Intelligence Agency on August 7-8, 2001. 

• Aaron Lanterman presented project reviews at three DARPA ACMP Principal In- 
vestigators Meetings: Strategic Analysis in Arlington, VA, April 4-6, 2001 and April 
17-19, 2000, and in San Francisco, CA, June 30-July 1, 1999. 

• On June 7-8, 2001, Shawn Herman, Rob Morrison, David Munson, and Aaron 
Lanterman attended and presented material at a two-day workshop on passive radar 
at the Air Force Imtitute of Technology (Dayton, OH) organized by AFIT Prof. 
Andy Terzouli. Other participants included Nick Willis (formerly of DARPA and 
Tedmology Service Corporation), Bob Ogrodnik (Air Force Research Lab, Rome), 
Dick Lodwig (Lockheed Martin Mission Systems), and Larkin Hastriter (U.S. Air 
Force). We helped advke six masters students on thesis topics relating to passive 
radar. The students were F-16 pilots on a NATO exchange program. Five were from 
IHirkey; one was from Chile. In February 2001, Aaron Lanterman had a separate 
meeting with the AFIT group in Dayton to begin the collaboration. 

• Beginning in September, 2000, Aaron Lanterman served on a Scientific Advisory 
Panel on Passive Coherent Location (PCL) systems. The panel, organized through 
The MITRE Co., was sponsored by Dr. Rx)n Pandolfi of the National Intelligence 
Council (NIC), and reported to Maj. Gen. John Landry (Ret,), the National 
InteUigence Officer for Conventional MiUtary Issues. The final briefing to Gen. 
Landry took place on April 3-4, 2001, in McLean, VA. Other panel members in- 
cluded Nick Willis, Dick Lodwig, Scott Kordella (MITRE), David Barton (formerly 
with Raytheon), Al Bernard (Lincoln Labs), and John Sahr (Univ. of Washington), 
Panel members received a Certificate of Excellence Certificate of Excellence for "out- 
standing contributions to the National Intelligence Council and exceptional service 
to the Intelligence Community" for this work. In July, 2002, Aaron Lanterman will 
begin serving on a follow-up effort, also sponsored by NIC through MITRE, called 
the Air and Missile Defer^e Advisory Panel (AMDAP), 

6.1.1    Meetings at Lockheed-Martin Mission Systems 

The following meetings took place at Lockheed-Martin Mission Systems in Gaithersburg, 
MD: 

• January 29, 1999: Six member of the UIUC group, Yoram Bresler, Pierre Moulin, 
David Munson, Shawn Herman, Aaron Lanterman, and Ana Martinez visited the 
PCL group at Lockheed-Martin Mission Systems. Lockheed Martin gave a demon- 
stration of their Silent Sentry System. 
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• October 19, 1999: Lockheed Martin hosted the second project review for DARPA. 
Six members of the UIUC group, Richard Blahut, Yoram Bresler, Pierre MouMn, 
David Munson, Shawn Herman and Aaron Lanterman, were in attendance. 

• April 12, 2001: Visit by Shawn Herman, Rob Morrison, David Munson, and Aaron 
Lanterman from the UIUC group. 

6.1.2 Visits to UIUC by Lockheed Martin and DARPA Personnel 

• May, 1998: Initial kickoflf meeting with Dick Lodwig and Kevin Baugh (Lockheed 
Maitin). 

• November 11, 1998: Visit by Robert Taylor of Lockheed Martin Mission Systems. 

• April 17, 1999: Pkst site visit to UIUC by Dennis Healy (DARPA). Robert Taylor 
(Lockheed Martin) attended as well. 

• March 9, 2000: Visit by Bert Bradford (Lockheed Martin). 

• February 6, 2001: Visit by Bert Bradford (Lockheed Martin). 

6.1.3 Internships 

Shawn Hermaji joined Lockheed Martin Mission Systems for two six-week summer in- 
ternships in 1999 (starting June 28) and 2000 (starting August 22). The first internship 
focused on scattering database generation using FISC. The second focused on two areas: 
1) methods for compressing large scattering databases of aircraft, and 2) understanding 
bistatic low-frequency scattering of fiuieted targets. 

6.2    Other Participation/Presentations at Meetings and Conferences 

• Weng Chew presented a paper at the IEEE Anteima and Propagation International 
Symposium, July, 2000. 

• Shawn Herman gave a presentation titled "A Particle Filtering Approach to Joint 
Radar liracking and Automatic Target Recognition" at the First Annual ATR The- 
ory Workshop at Wright State University, August 8-9, 2001. 

• Yong Wu and Aaron Lanterman presented papers in the Algorithms for Synthetic 
Aperture Radar Imagery VIII conference at SPIE AeroSense, Orlando, FL, April 
16-20, 2001. 

• Aaron Lanterman assembled and chaired a session on "Information Theory and 
ATR" m the Automatic Target Recognition XI (April 16-20, 2001) and X (April 24- 
28, 2000) conferences at SPIE AeroSense, Orlando, FL. He also presented a paper 
on radio astronomy at the URSI National Radio Science Meeting, January 4-8, 2000, 
Boulder, CO. 

• Yoram Br^ler, Pierre Moulin, and David Munson, presented papers at the IEEE 
International Conference on Image Processing, Thesaloniki, Greece, Oct. 2001 
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David Munson presented a paper at and the IEEE Radar Conference, Atlanta, GA, 
May 1-3, 2001. 

Shu Xiao presented a paper at the Asilomar Conf. on Signals, Systems, Systems, 
and Computers, Pacific Grove, CA, Oct. 31-Nov. 1. 

Yoram Bresler pr^ented a paper at the IEEE Workshop on Variational and Level 
Set Methods of Computer Vision, Vancouver, CA, July 2001. 

Shawn Herman and Aaron Lanterman attended the EMCC (Electromagnetic Code 
Consortium) Annual Meeting and HPC/MURI Project Reviews at Boeing Phantom 
Works, St. Louis, MO, May 8-12, 2000. 

Yoram Bresler presented work on global confidence regions at the IEEE International 
Conference on Acoustics^ Speech, and Signal Processing, Istanbul, Turkey 2000, 

Michael Bramdfass (distorted Born methods), Pierre Moulin (performance bountk 
for ATR), Jong Ye (global confidence regions), Aaron Lanterman, and David Munson 
(two prraentations, one on interferometric antenna spaw;ings, the other a plenary talk 
on radar) gave presentations at SPIE AeroSense, April 24-28, 2000, Orlando, FL. 

David MuMon attended the IEEE International Conference on Image Processing, 
October 24-27, 1999, Kobe, Japan; the Integrated Imaging Workshop, December 
16, 1999, Army Research Office, Research TMangle, NC; the IEEE Sensor Array 
and Multichannel Signal Processing Workshop, March 16-17, 2000, Cambridge, MA; 
and the IEEE International Conference on Acoustics, Speech, and Signal Processing, 
June 5-9, 2000, fetanbul, Turkey. 

Weng Chew attended the AFOSR Electromagnetics Workshop, January 6-9, 1999, 
San Antonio, TX; presented a paper at the PIERS Conference, March 20-27, 1999, 
Taipei, Taiwan; attended the TBM Signatures Conference, May 26-28, 1999, Huntsville, 
AL; visited NSF, AFOSR, and DARPA in Washington, DC during June 22-25, 1999; 
gave a presentation at the 30th AIAA Plasmadynamics and Laser Conference, Jtme 
28-July 1, 1999, Norfolk, VA; and presented a paper at the IEEE AP-S/URSI In- 
ternational Symposium, July 10-15, 1999, Orlando, FL. 

Pierre Moulin co-chaired the IEEE Workshop on Detection, Estimation, Classifi- 
cation, and Imaging, February 24-26, 1999, Sante Fe, NM; co-organized the IEEE 
International Conference on Image Processing, October 4-7, 1998, Chicago, IL; and 
presented a paper at the Conference on Information Sciences and Systems, March 
1999, Baltimore, MD. 

David Munson attended the IEEE International Conference on Image Processing, 
October 4-7, 1998, Chicago, IL; the IEEE International Conference on Acoustics, 
Speech, and Signal Processing, March 14-18, 1999, Phoenix, AZ; the IEEE Radar 
Conference, April 20-22, 1999, Waltham, MA; and the DSPSCA Workshop, July 
7-9, University of Virginia, Charlottesville, VA. 
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• Aaron Lanterman presented two papers at SPIE AeroSense, April 5-9 1999 Or- 
taido PL and pr^ented a poster at the IEEE Workshop on Detection, Estimation, 
Vlasstflcatton, and Imaging, February 24-26, 1999, Sante Fe, NM. 

. Aaron Lanterman and Sviatoslav Voloshynovskiy attended the IEEE International 
Lonfemnce on Image Processing, October 4-7, 1998, Chicago, IL. 

. Shawn Herman and Jong Ye attended the IEEE Workshop on Detection, Estimation, 
Olassijicatton, and Imaging, February 24-26, 1999, Sante Pe, NM. 

6.3    Visitors 

. Upon the advice of ArjeNachman of AFOSR, David Colton (Mathematical Sci- 
ences Umv. of Delaware) visited UIUC to present work on "lineax sampling" meth- 
ods of ^ofne^ inverse scattering and discuss potential areas of collaboration on 
January 24, 2000 Th,s meeting resulted in work on a paper co-authored by Michaal 
ta "" Lanterman, and Karl Warnick which has appeared in Inverse Prob- 

• f ?° ^'"e (Umv. of Texas at Austin) presented work on scattering center represen- 
tations tor radar signatures on Pebruary 4, 1999. 

. Lee Potter (Ohio State University) presented work on scattering center represen- 
tations and ultrawideband radar on March 23, 1999. 

* i°Stf ;t°7.""'r"i w'^"^*°" ^"'" ^ S*- ^"'^J ^^i*«d *° discuss work on 
?lS^ MqTff/r^^^^^^ '? '"''f *""*" '" formulating ATR algorithms for the UAHFA MbTAR data set on June 4, 1999. 

7 New Discoveries, Inventions, or Patent Disclosures 

Shu Xiao, Yoram Bresler, and David C. Munson, Jr., "Past Native Divergent-Beam Re- 
comtruction Algorithms for Tomography," Invention Disclosure, Feb. 26, 2002, University 
of Rhnois, Urbana, IL. Patent application under preparation. 

8 Honors/Awards 

. Yoram Bresler was named an IEEE Fellow in January 1999 "for contributions to 
computer based imaging and sensor array processing." He is the recipient of two 
Senior (Best Paper) awards of the IEEE Acoustics, Speech, and Signal Processing 
Society m 1988 and 1989, and was a coauthor of a paper 'awardela BestTun| 
Author award by the same society in 2002. He received a 1991 Presidential Young 
Investigator Award of the National Science Foundation, a 1995-6 Technion (Israel) 
FeUowship and a 1998 Xerox Senior Award for Faculty Research. In 1999 he was 
named a University of lUinois Scholar, and was appointed an Associate at the Uni- 
versity of Illinois Center for Advanced Study in 2001-2. 
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• Richard E. Blahut was named a Fellow of the IBM Corporation in 1980, a member 
of the National Academy of Engineering in 1990, and an IEEE Fellow in 1991. He 
received the IEEE Alexander Graham Bell Medal in 1998. In 2001, he became Head 
of the Department of Electrical and Computer Engineering at the Univ. of Illinois. 

• Weng C. Chew was named an IEEE Fellow in 1993 and has received the IEEE 
Graduate Teaching Award. He received Founder Professorship from the College of 
Engineering of the Univ. of Illinois. He received the UIUC Campus Wide Profes- 
sional and Graduate Teaching Award in 2001 and the S.A. Schelkunoff Best Paper 
Award (coauthored with J.S. Zhao) for a paper pubHshed in the IEEE Ti-ansac- 
tions on Antennas and Propagation in 2001. Recently, he has been elected by ISA 
Citations to the category of Most Highly Cited Authors (belonging to the top 0.5 
percent). 

• Aaron D. Lanterman joined the faculty of the School of Electrical and Computer 
Engineering at the Georgia Ir^titute of Technology as an Assistant Professor in Au- 
gimt, 2001. In September 2001, he received the Certificate of Excellence from the 
National Intelligence Council for "outstanding contributions to the National Intelli- 
gence Council and exceptional service to the Intelligence Community'' for consulting 
work related to passive radar systems. 

• David C. Munson, Jr. was named an IEEE Fellow in 1991 and was the Foimding 
Editor-in-Chief of the IEEE Transactions on Imaging Processing. In 1998 he received 
the newly estabhshed Outstanding Teaching Award for Faculty in the Department 
of Electrical and Computer Engineering at the Univeraity of IlMnois, In Fall 1999 
he was the Texas Irmtruments Visiting Professor at Rice University. In 2000-2001, 
he was a Distinguished Lecturer of the IEEE Signal Processing Society, and in 2001 
he was named the Robert C. MacCMncMe Distinguished Professor of Electrical and 
Computer Engineering at the University of Illinois. 
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9    Appendix 

This appendix contains the following selected papers. Pull references are available in the 
Publications section. The titles aie given here to facilitate rapid location of specific papers, 
and ensure that the report is complete. 

• "A Particle Filtering Approach to FM-Band Passive Radar TVacking and Automatic 
Target Recognition" 

• "Deconvolution Techniques for Passive Radar Imaging" 

• "Wide-Angle Radar Imaging i^ing Wigner-Ville Distributions" 

• "An Experimental Study of a New Entropy-Based SAR Autofocus Technique" 

• "Efficient Implementation of an Expectation-Maximization Algorithm for Imaging 
Difi'use Radar Ikrgets" 

• "A Comparison of the Colton-Kirsch Inverse Scattering Methods with Linearized 
Tomographic Inverse Scattering" 

• "A Multilevel Fast Multipole Based Approach for Efficient Reconstruction of Per- 
fectly Conducting Scatterers" 

• "Asymptotic Global Confidence Regions in Parametric Shape Estimation Problems" 

• "Cramer-Rao Bounds for 2-D Target Shape Estimation in Nonlinear Inverae Scat- 
tering Problenw with Application to Passive Radar" 

• "Oramer-Rao Bounds for Parametric Shape Estimation in Inverse Problems" 

• "Global Confidence Regiom for Parametric Sur&ce Estimation" 

• "A Self-Iteferencing Level-Set Method for Image Reconstruction from Sparse Fourier 
Sampte" 

• "Complexity Regularized Shape Estimation from Noisy Fourier Data" 

• "An JV^logJV Back-Projection Algorithm for SAR Image Formation" 

• "A Fast Back-Projection Algorithm for Bistatic SAR Imaging" 

• "Fast Fourier "nransform of Sparse Spatial Data to Sparse Fourier Data" 

• "A Sparse Data Fast Fourier Itansform (SDPFT) - Algorithm and Implementation" 

• "Optimal Antenna Spacings in Inferferometric SAR" 
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• R. Venkataramani, "Sub-Nyquist Multicoset and MIMO Sampling: Perfect Recon- 
struction, Performance Analysis, and Necessary Density Conditions," PhD thesis, 
Univ. of Illinois at Urbana-Champaign, Dec. 2001. 

• S. Xiao, "Topics in CT and SAR Imaging: Past Back-Projection Algorithms and 
Optimal Antenna Spacing," PhD thesis, Univ. of Illinois at Urbana-Champaign, 
Feb. 2001 

5.3    Conference Publications 

• A.A. Aydiner, W.C. Chew, J. Song, "A Sparse Data Fast Fourier Tlransform (SDFFT) 
- Algorithm and Implementation," IEEE Antenna and Propagation International 
Symposium, Vol. 4, July 2001, pp. 638-641. 

• M. Brandfass and W.C. Chew, "Microwave imaging as applied to remote sensing 
making use of a multilevel fast multipole algorithm," in Algorithms for Synthetic 
Aperture Radar Imagery VII, Proc. SPIE 4053, Ed: E.G. Zelnio, Orlando, PL, 
April 2000, pp. 52-63. 

• Y. Bresler, M. Gastpar, and R. Venkataramani, "Image Compression On-The-Ply 
by Universal Sampling in Fourier Imaging Systems," Proc. 1999 IEEE Information 
Theory Workshop on Detection, Estimation, Classification, and Imaging, Santa Fe, 
NM, February 1999. 

• W.C. Chew and J.M. Song, "Fast Fourier "nramform of Sparse Spatial Data to Sparse 
Fourier Data," IEEE Antenna and Propagation International Symposium, Vol. 4, 
July 2000, pp. 2324-2327. 

• M.D. DeVore, A.D. Lanterman, J.A. O'SuUivan, "ATR Performance of a Rician 
Model for SAR Images," in Automatic Target Recognition X, Proc. SPIE 4050, Ed: 
E.G. Zelnio, Orlando, FL, April 2000, pp. 34-45. 

• Y. Ding and D.C. Munson, Jr., "A Fast Back-Projection Algorithm for Bistatic SAR 
Imaging," Proc. IEEE International Conference on Image Processing, Rochester, 
NY, Sept. 22-25, 2002. 

• S.C. Herman and P. MouUn, "A Particle Filtering Approach to Joint Radar "Bracking 
and Automatic Target Recognition", Pmc. IEEE Aerospace Conference, Big Sky, 
Montana, March 10-15, 2002. 

• A. Jain, P. Moulin, M.I. Miller, and K. Ramchandran, "Information-Theoretic Bounds 
on Target Recognition Performance,"  in Automatic Target Recognition X, Proc. 
SPIE 4050, Ed: P.A. Sadjadi, Orlando, FL, April 2000, pp. 347-358. 

• S. Jana and P. Moulin, "Optimal Design of Ttansform Coders and Quantizers for 
Image Classification," IEEE International Conference on Image Processing, Van- 
couver, Canada, Sept. 10-13, 2000. 
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S. Jana and P. Moulin, "Optimal Design of Itansform Coders for Image Classifica- 
tion,'^ Proc. Conf. on Information Sciences and Systems, Baltimore, MD, March 
1999. 

A.D. Lanterman, "Deconvolution Techniques for Passive Radar Imaging," in Algo- 
rithms for Synthetic Aperture Radar Imagery IX, Proc. SPIE 4727, Ed: E.G. Zelnio, 
Orlando, PL, April 2002. 

A.D. Lanterman, "Efficient implementation of an expectation-maximization algo- 
rithm for imaging diffuse radar targets," in Algorithms for Synthetic Aperture Radar 
Imagery VIII, Proc. SPIE 4382, Ed: E.G. Zelnio, Orlando, FL, April 2001. 

A.D. Lanterman, "Statistical Radar Imaging of Diffi^e and Specular Targets Us- 
ing an Expectation-Maximization Algorithm," in Algorithms for Synthetic Aperture 
Radar Imagery VII, Proc. SPIE 4053, Ed: E.G. Zelnio, Orlando, FL, April 2000, 
pp. 20-31. 

A.D, Lanterman, '"Bracking and recognition of airborne targets via commercial tele- 
vision and FM radio signals," Acquisition, T¥acking, and Pointing XIII, Proc. SPIE 
3692, Orlando, FL, April 1999, 

A.D. Lanterman, "Radar Imaging with VariatioiM of an Expectation-Maximization 
Algorithm," Proc. 1999 IEEE Workshop on Detection^ Estimation, Classification, 
and Imaging, Santa Fe, NM, February 1999, p. 51. 

R,L, Morrison, Jr, and D.C. Muimon, Jr., "An Experimental Study of a New 
Entropy-Based SAR Autofocus Technique," Proc. of the IEEE International Con- 
ference on Image Processing, Rochester, NY, Sept. 22-25, 2002, to appear. 

D.W. Rieken, A.D. Lanterman, and D.R. Fuhrmann, "Spatial Spectrum Estimation 
for Time-Varying Arrays Using the EM Algorithm," S8th Allerton Conference on 
Communication, Control, and Computing, October 4-6, 2000. 

N. Schmid, Y. Bresler, P, MouUn, "Complexity Regularized Shape Estimation from 
Noisy Fourier Data," Proc. IEEE International Conference on Image Processing, 
Rochester, NY, Sept. 2002. 

Y. Wu, D.C. Mumon, Jr., and A.D. Lanterman, "Multistatic Passive Radar Imaging 
of Aircraft: A Feasibility Study Using FISC," Proc. URSI National Radio Science 
Meeting, Boulder, CO, Jan. 9-12, 2002. 

Y. Wu and D.C. Mumon, Jr., "Multistatic Passive Radar Imaging Using the Smoothed 
Wigner-Ville Distribution," Proc. of the IEEE International Conference on Image 
Processing, Thesaloniki, Greece, Oct. 2001. 

Y. Wu and D.C. Munson, Jr., "Wide-Angle L-Band ISAR Imaging Using the Wigner- 
Ville Distribution," IEEE Radar Conference, Atlanta, GA, May 1-3, 2001. 
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• Y. Wu and D.C Munson, Jr., "Multistatic Synthetic Aperture Imaging of Aircraft 
using Reflected Television Signals," in Algorithms for Synthetic Aperture Radar Im- 
agery VIII, Proc. SPIE 4382, Ed: E.G. Zelnio, Orlando, FL, AprH 2001. 

• R. Venkataramani and Y, Bresler, "Necessary Conditiom for MIMO Sampling of 
Multiband Inputs", Proc. International Symposium on Information Theory, Lau- 
sanne, Switzerland, June 2002. 

• S, Xiao, Y, Bresler, and D.C, Munson, "©(iV^ log JV) Native Fan-Beam Tomographic 
Recomtruction," Proc. of the First IEEE International Symposium on Biomedical 
Imaging, Washington, DC, July 2002. 

• S. Xiao, D.C, Mumon, S. Basu, Y. Bresler, "An JV^logJV back-projection algorithm 
for SAR image formation," Proc. S4th Asilomar Conf. on Signals, Systems, and 
Computers, Pacific Grove, CA, Oct. 31 - Nov. 1, 2000, 

• S. Xiao and D. Munson, "Optimal Antenna Spacings in Interferometric SAR," in 
Algorithms for Synthetic Aperture Radar Imagery VII, Proc. SPIE 4053, Ed: E,G. 
Zelnio, Orlando, FL, April 2000, to appear, 

• J.C. Ye, Y, Bresler, and P. Moulin, "A Self-Referencing Level-Set Method for Image 
Reconstruction from Sparse Fourier Samples," IEEE Workshop on Variational and 
Level Set Methods in Computer Vision, Vancouver, CA, July 2001; also Proc, of 
the IEEE International Conference on Image Processing, Thesaloniki, Greece, Oct, 
2001. 

• J.C. Ye, Y, Bresler, and P. Moulin, "Global Confidence Regions in Parametric Shape 
Estimation," IEEE International Conference on Acoustics, Speech, and Signal Pro- 
cessing, 2000, "Birkey. 

• J.C, Ye, Y. Bresler and P. Moulin, "Fourier Descriptors for Parametric Shape Esti- 
mation in Nonlinear Inverae Scattering Problen^," Signal Processing, Sensor Fusion, 
and Target Recognition IX, Proc. SPIE 4052, Ed: I. Kadar, Orlando, PL, April 2000, 
pp. 309-320. 

5.4    Book Chapters 

• A.D. Lanterman, "Statistical Imaging in Radio Astronomy via an Expectation- 
Maximization Algorithm for Structured Covariance Estimation," in Statistical Meth- 
ods in Imaging: In Medicine, Optics, and Communication, a festschrift in honor 
of Donald L. Snyder's 65th birthday, Ed. J.A, O'SuUivan (Washington Univ.), 
Springer-Verlag, to appear. 

• A. Srivastava, A.D, Lanterman, U. Grenander, M, Loizeaux, M,I, Miller, "Monte- 
Carlo Techniques for Automated Target Recognition," in Sequential Monte Carlo 
Methods in Practice, Chapter 26, Eds: N. de Ereitas (Univ. of Cambridge), Arnaud 
Doucet (Univ. of Cambridge), and Neil Gordon (U.K. Defence Research Agency), 
Springer-Verlag, pp. 533-552, 2001. 
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6    Interactions/'ftansitions 

6.1    Interactions with Government Organizations and Lockheed-Martin 

• Aaron Lanterman presented a project review as part of the POL Intelligence Con- 
ference at the Defense Intelligence Agency on August 7-8, 2001. 

• Aaron Lanterman presented project reviews at three DARPA ACMP Principal In- 
vestigators Meetings: Strategic Analysis in Arlington, VA, April 4-6, 2001 and April 
17-19, 2000, and in San Erancisco, CA, June 30-July 1, 1999. 

• On June 7-8, 2001, Shawn Herman, Rx)b Morrison, David Munson, and Aaron 
Lanterman attended and presented material at a two-day workshop on passive radar 
at the Air Force Institute of Ttechnology (Dayton, OH) organized by AFIT Prof. 
Andy Terzouli. Other participants included Nick Willis (formerly of DARPA and 
Tedinology Service Corporation), Bob Ogrodnik (Air Force Research Lab, Rome), 
Dick Lodwig (Lockheed Martin Mission Systems), and Larkin Hastriter (U.S. Air 
Force). We helped advise six masters students on thesis topics relating to passive 
radar. The students were F-16 pilots on a NATO exchange program. Five were from 
■Rirkey; one was from Chile. In February 2001, Aaron Lanterman had a separate 
meeting with the AFIT group in Dayton to begin the collaboration. 

• Beginning in September, 2000, Aaron Lanterman served on a Scientific Advisory 
Panel on Passive Coherent Location (PCL) systems. The panel, organized through 
The MITRE Co., was sponsored by Dr. Ron Pandolfi of the National Intelligence 
Council (NIC), and reported to Maj. Gen. John Landry (Ret,), the National 
IntelUgence Officer for Conventional MiHtary Issues. The final briefing to Gen, 
Landry took place on April 3-4, 2001, in McLean, "VA. Other panel membera in- 
cluded Nick Willis, Dick Lodwig, Scott Kordella (MITRE), David Barton (formerly 
with Raytheon), Al Bernard (Lincoln Labs), and John Sahr (Univ. of Washington). 
Panel members received a Certificate of Excellence Certificate of Excellence for "out- 
standing contributions to the National InteUigence Council and exceptional service 
to the Intelligence Community" for this work. In July, 2002, Aaron Lanterman wiU 
begin serving on a follow-up effort, also sponsored by NIC through MITRE, called 
the Air and Missile Deferme Advisory Panel (AMDAP). 

6.1.1    Meetings at Lockheed-Martin Mission SystenM 

The following meetings took place at Lockheed-Martin Mission Systems in Gaithersburg, 
MD: 

• January 29, 1999: Six member of the UIUC group, Yoram Bresler, Pierre Moulin, 
David Munson, Shawn Herman, Aaron Lanterman, and Ana Martinez visited the 
PCL group at Lockheed-Martin Mission Systems. Lockheed Martin gave a demon- 
stration of their Silent Sentry System. 
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• October 19, 1999: Lockheed Martin hosted the second project review for DARPA. 
Six members of the UIUC group, Richard Blahut, Yoram Br^ler, Pierre MouUn, 
David Mumon, Shawn Herman and Aaron Lanterman, were in attendance. 

• April 12, 2001: Visit by Shawn Herman, Rob Morrison, David Munson, and Aaron 
Lanterman from the UIUC group. 

6.1.2 Visits to UIUC by Lockheed Martin and DARPA Personnel 

• May, 1998: Initial kickoff meeting with Dick Lodwig and Kevin Baugh (Lockheed 
Martin). 

• November 11, 1998: Visit by Robert Taylor of Lo(±heed Martin Mission Systen^, 

• April 17, 1999: Fkst site visit to UIUC by Dennis Healy (DARPA). Robert Taylor 
(Lockheed Martin) attended as well. 

• March 9, 2000: Visit by Bert Bradford (Lockheed Martin). 

• February 6, 2001: Visit by Bert Bradford (Lockheed Martm). 

6.1.3 Internships 

Shawn Herman joined Lockheed Martin Mission Systems for two six-week summer in- 
ternships in 1999 (starting June 28) and 2000 (starting August 22). The first internship 
focused on scattering database generation ming PISC. The second focused on two areas: 
1) methock for compressing large scattering databases of aircraft, and 2) understanding 
bistatic low-frequency scattering of feceted targets. 

6.2    Other Participation/Presentations at Meetings and Conferences 

• Weng Chew presented a paper at the IEEE Antenna and Propagation International 
Symposium, July, 2000. 

• Shawn Herman gave a prraentation titled "A Particle Filtering Approach to Joint 
Radar "Bracking and Automatic Tatrget Recognition" at the Furst Annual ATR The- 
ory Workshop at Wright State University, August 8-9, 2001. 

• Yong Wu and Aaron Lanterman presented papers in the Algorithms for Synthetic 
Aperture Radar Imagery VIII conference at SPIE AemSense, Orlando, PL, April 
16-20, 2001. 

• Aaron Lanterman assembled and chaired a session on "Information Theory and 
ATR" in the Automatic Target Racognition XI (April 16-20, 2001) and X (April 24- 
28, 2000) conferences at SPIE AemSense, Orlando, PL. He also presented a paper 
on radio astronomy at the URSI National Radio Science Meeting, January 4-8, 2000, 
Boulder, CO. 

• Yoram Bresler, Pierre Moulin, and David Munson, presented papers at the IEEE 
International Conference on Image Processing, Thesaloniki, Greece, Oct. 2001 
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• David Munson presented a paper at and the IEEE Radar Conference, Atlanta, GA, 
May 1-3, 2001. 

• Shu Xiao presented a paper at the Asilomar Conf. on Signals, Systems, Systems, 
and Computers, Pacific Grove, CA, Oct. 31-Nov. 1. 

• Yoram Bresler presented a paper at the IEEE Workshop on Variational and Level 
Set Metho(k of Computer Vision, Vancouver, CA, July 2001. 

• Shawn Herman and Aaron Lanterman attended the EMCC (Electromagnetic Code 
Consortium) Annual Meeting and HPC/MURI Project Reviews at Boeing Phantom 
Works, St. Louis, MO, May 8-12, 2000. 

• Yoram Bresler presented work on global confidence regions at the IEEE International 
Conference on Acoustics, Speech, and Signal Processing, Istajibul, Turkey 2000. 

• Michael Brandfass (distorted Born methods), Pierre Moulin (performance bounds 
for ATR), Jong Ye (global confidence regioiw), Aaron Lanterman, and David Munson 
(two presentations, one on interferometric antenna spacings, the other a plenary talk 
on radar) gave pr^entations at SPIE AeroSense, April 24-28, 2000, Orlando, PL. 

• David Murmon attended the IEEE International Conference on Image Processing, 
October 24-27, 1999, Kobe, Japan; the Integrated Imaging Workshop, December 
16, 1999, Army Research Office, Research "Briangle, NO; the IEEE Sensor Array 
and Multichannel Signal Processing Workshop, March 16-17, 2000, Cambridge, MA; 
and the IEEE International Conference on Acoustics, Speech, and Signal Processing, 
June 5-9, 2000, Istanbul, Ttekey. 

• Weng Chew attended the AFOSR Electromagnetics Workshop, January 6-9, 1999, 
San Antonio, TX; presented a paper at the PIERS Conference, March 20-27, 1999, 
Taipei, Taiwan; attended the TBM Signatures Conference, May 26-28, 1999, Huntsville, 
AL; visited NSF, AFOSR, and DARPA in Washington, DC during June 22-25, 1999; 
gave a presentation at the SOth AIAA Plasmadynamics and Laser Conference, June 
28-July 1, 1999, Norfolk, VA; and presented a paper at the IEEE AP-S/URSI In- 
ternational Symposium, July 10-15, 1999, Orlando, PL. 

• Pierre Moulin co-chaired the IEEE Workshop on Detection, Estimation, Classifi- 
cation, and Imaging, February 24-26, 1999, Sante Fe, NM; co-organized the IEEE 
International Conference on Image Processing, October 4-7, 1998, Chicago, IL; and 
presented a paper at the Conference on Information Sciences and Systems, March 
1999, Baltimore, MD. 

• David MuiMon attended the IEEE International Conference on Image Processing, 
October 4-7, 1998, Chicago, IL; the IEEE International Conference on Acoustics, 
Speech, and Signal Processing, March 14-18, 1999, Phoerdx, AZ; the IEEE Radar 
Conference, April 20-22, 1999, Waltham, MA; and the DSPSCA Workshop, July 
7-9, University of Virginia, Charlottesville, VA. 
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• Aaron Lanterman presented two papers at SPIE AeroSeme, April 5-9, 1999, Or- 
lando, PL and presented a prater at the IEEE Workshop on Detection, Estimation, 
Classification, and Imaging, February 24-26, 1999, Sante Fe, NM, 

• Aaron Lanterman and Sviatoslav Voloshynovskiy attended the IEEE International 
Conference on Image Processing, October 4-7, 1998, Chicago, IL. 

• Shawn Herman and Jong Ye attended the IEEE Workshop on Detection, Estimation, 
Classification, and Imaging, February 24-26, 1999, Sante Fe, NM. 

6.3    Visitors 

• Upon the advice of Arje Nachman of AFOSR, David Colton (Mathematical Sci- 
ence, Univ. of Delaware) visited UIUC to present work on "linear sampUng'' meth- 
ods of nonlinear inverse scattering and discuss potential areas of collaboration on 
January 24, 2000. This meeting resulted in work on a paper co-authored by Michaal 
Brandfess, Aaron Lanterman, and Karl Warni(A which has appeared in Inverse Prob- 
lems. 

• Hao Ling (Univ. of Texas at Austin) presented work on scattering center represen- 
tations for radar signatures on February 4, 1999. 

• Lee Potter (Ohio State University) presented work on scattering center represen- 
tations and ultrawideband radar on March 23, 1999. 

• Joseph A. O'SuIlivan (Washington Univ. in St. Louis) visited to discuss work on 
exploiting statistical models for radar data in formulating ATR algorithms for the 
DARPA MSTAR data set on June 4, 1999. 

7 New Discoveries, Inventions, or Patent Disclosures 

Shu Xiao, Yoram Bresler, and David C. Munson, Jr., "Fast Native Divergent-Beam RB- 

construction Algorithms for Tomography," Invention Disclosure, Feb. 26, 2002, University 
of lUinois, Urbana, IL. Patent application tmder preparation. 

8 Honors/Awards 

• Yoram Bresler was named an IEEE Fellow in January 1999 "for contributions to 
computer based imaging and semor array processing," He is the recipient of two 
Senior (Best Paper) awards of the IEEE Acoustics, Speech, and Signal Processing 
Society in 1988 and 1989, and was a coauthor of a paper awarded a Best Young 
Author award by the same society in 2002. He received a 1991 Presidential Young 
Investigator Award of the National Science Foundation, a 1995-6 Technion (Israel) 
Fellowship, and a 1998 Xerox Senior Award for Faculty Research. In 1999 he was 
named a University of Illinois Scholar, and was appointed an Associate at the Uni- 
versity of Illinois Center for Advanced Study in 2001-2. 
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• Richard E. Blahut was named a Fellow of the IBM Corporation in 1980, a member 
of the National Academy of Engineering in 1990, and an IEEE Fellow in 1991. He 
received the IEEE Alexander Graham Bell Medal in 1998. In 2001, he became Head 
of the Department of Electrical and Computer Engineering at the Univ. of Illinois. 

• Weng C. Chew was named an IEEE Fellow in 1993 and has received the IEEE 
Graduate Teaching Award. He received Founder Professorship from the College of 
Engineering of the Univ. of Illinois. He received the UIUC Campus Wide Profes- 
sional and Graduate Teaching Award in 2001 and the S.A. Schelkunoff Best Paper 
Award (coauthored with J.S, Zhao) for a paper published in the IEEE Itansac- 
tions on Antennas and Propagation in 2001. Recently, he has been elected by ISA 
Citatiora to the category of Most Highly Cited Authors (belonging to the top 0.5 
percent). 

• Aaron D. Lanterman joined the faculty of the School of Electrical and Computer 
Engineering at the Georgia Institute of Technology as an Assistant Professor in Au- 
gust, 2001. In September 2001, he received the Certificate of Excellence from the 
National Intelligence Council for "outstanding contributions to the National Intelli- 
gence Council and exceptional service to the Intelligence Community" for consulting 
work related to passive radar systems. 

• David C. Munson, Jr. was named an IEEE Fellow in 1991 and was the Founding 
Editor-in-Chief of the IEEE Transactions on Imaging Proc^sing. In 1998 he received 
the newly established Outstanding Teaching Award for Faculty in the Department 
of Electrical and Computer Engineering at the University of lUinois. In Fall 1999 
he was the Texas Instruments Visiting Professor at Rice University. In 2000-2001, 
he was a Distinguished Lecturer of the IEEE Signal Processing Society, and in 2001 
he was named the Itobert C. MacClinchie Distinguished Professor of Electrical and 
Computer Engineering at the University of lUinois. 
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9    Appendix 

This appendix contaira the following selected papers. Pull references are available in the 
Publications section. The titles are given here to feciHtate rapid location of specific papers, 
and ensure that the report is complete. 

• "A Particle Filtering Approach to FM-Band Passive Radar Tracking and Automatic 
Target Recognition" 

• "Deconvolution Techniques for Passive Radar Imaging'^ 

• "Wide-Angle Radar Imaging using Wigner-Ville Distributions" 

• "An Experimental Study of a New Entropy-Based SAR Autofocus Technique" 

• "Efficient Implementation of an Expectation-Maximization Algorithm for Imaging 
Diffuse Radar Targets" 

• "A Comparison of the Colton-Kirsch Inverse Scattering Methods with Linearized 
Tomographic Inverse Scattering" 

• "A Multilevel Past Multipole Based Approach for Efficient Recoratruction of Per- 
fectly Conducting Scatterers" 

• "Asymptotic Global Confidence Regions in Parametric Shape Estimation Problems" 

• "Cramer-Rao Bounds for 2-D Target Shape Estimation in Nonlinear Inverse Scat- 
tering Problems with Application to Passive Radar" 

• "Cramer-Rao Bounds for Parametric Shape Estimation in Inverse Problems" 

• "Global Confidence Regiom for Parametric Surface Estimation" 

• "A Self-Iteferencing Level-Set Method for Image Recor^truction from Sparse Fourier 
Samples" 

• "Complexity Regularized Shape Estimation from Noisy Fourier Data" 

• "An JV^ log JV Back-Projection Algorithm for SAR Image Formation" 

• "A Fast Back-Projection Algorithm for Bistatic SAR Imaging" 

• "Fast Fourier Transform of Sparse Spatial Data to Sparse Fourier Data" 

• "A Sparee Data Fast Fourier Transform (SDFFT) - Algorithm and Implementation" 

• "Optimal Antenna Spacings in Inferferometric SAR" 
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